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Abstract— For soft continuum arms, visual servoing is a
popular control strategy that relies on visual feedback to close
the control loop. However, robust visual servoing is challenging
as it requires reliable feature extraction from the image,
accurate control models and sensors to perceive the shape of the
arm, both of which can be hard to implement in a soft robot.
This letter circumvents these challenges by presenting a deep
neural network-based method to perform smooth and robust
3D positioning tasks on a soft arm by visual servoing using a
camera mounted at the distal end of the arm. A convolutional
neural network is trained to predict the actuations required to
achieve the desired pose in a structured environment. Integrated
and modular approaches for estimating the actuations from
the image are proposed and are experimentally compared. A
proportional control law is implemented to reduce the error
between the desired and current image as seen by the camera.
The model together with the proportional feedback control
makes the described approach robust to several variations such
as new targets, lighting, loads, and diminution of the soft arm.
Furthermore, the model lends itself to be transferred to a new
environment with minimal effort.

I. INTRODUCTION

A. Motivation

Soft continuum arms (SCA) [1] have received growing
attention due to their superiority in dexterous manipulation
and safe interaction with the environment. Their inherent
flexibility with high degrees of freedom endows soft robots
with good adaptability but raises challenges for accurate
position control. The challenges in SCA control can be
attributed mainly to the difficulties in modeling and sensing
[2] its deformed shape. Current modeling methods are either
simplistic with a constant curvature assumption that work in
2D plane or valid for SCAs with short lengths [3]. On the
other hand, Cosserat models [4] require expert knowledge for
their implementation and therefore have been less explored
by the community. In addition, even with effective models,
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there aren’t cost-effective sensors [5], [6] to get the spatial
position feedback of SCAs.

Recent advances in visual servoing and deep learning in
robots can be effectively used to overcome the limitations
in both sensing and modeling of SCA. With a camera
(eye-in-hand configuration) at the distal tip of the SCA
acting as a feedback sensor, the pose errors can be reduced.
Visual servoing using Neural Networks (NN) in conventional
robotic arms has been well studied but not extensively
validated on SCA because of its complex behavior. This letter
proposes the use of NN for visual servoing in SCA using two
approaches: integrated and modular.

B. Related work

Visual servoing by its name is to control a system using
vision. Classical visual servoing extracted features like points
or lines using early computer vision techniques, and control
was designed based on these features as seen in [7], [8]. This
limited the types of objects that can be used, the environment
lighting conditions, and are heavily dependent on the reliabil-
ity of feature extraction methods. The introduction of using
luminance of all pixels in the image [9] addresses the issue of
object limitations, but still requires camera calibration. [10]
on the other hand, represented images with principal com-
ponent analysis that greatly reduces the dimensions and [11]
used a moments-based approach to extract features. All these
methods still require fine-tuning for different applications.

As feature extraction techniques in computer vision im-
proved with the advent of neural networks, so did their
applicability in visual servoing. A related paper in this area
[12] made use of deep neural networks like AlexNet [13]
and VGG [14] to learn the relative pose that is fed into
the control policy. Our work is primarily inspired by this
approach. More advanced deep learning models like LSTMs
[15], GANs [16] are seen in [17], [18] respectively. [19] on
the other hand implemented a hybrid control policy where
open-loop odometry was used as a coarse policy and a visual
feedback policy was used to close the final error gaps to reach
the targets. However, the above-mentioned works focused
mainly on rigid arm visual servoing for which the system
model is already known.

Visual servoing for SCAs has gained a lot of traction
recently, due to their difficulty in modeling and pose control.
Works like [20], [21] used a fixed camera (eye-to-hand) to
capture the pose and curvature of the soft-arm to perform
image-based visual servoing. Additional sensor assistance-
based visual servoing was performed in [22] in order to




